Probability Theory, Ph.D Qualifying, Fall 2020
Completely solve any five problems.

. Show that for any two random variables X and Y with Var(X) < oo,

Var(X) = ElVar(X|Y)] + Var[E(X|Y)].

. Suppose that X and Y are independent random variables with the same exponential density
f(z) =0e7% z>0.
Show that the sum X + Y and the ratio X/Y are independent.

. Let X be a real valued random variable with mean value p and variance o2. Show that for

x>0,
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CLet X, {X,, n>1{Y®) k>1}, {Yn(k), n > 1, k > 1}, be real random variables such that
erk) — Y®) in distribution as n — oo, for fixed k, and that Y®¥) — X in distribution as
k — oo. Show that X,, — X in distribution if

lim limsup E[min(|Y,®) — X,|,1)] = 0.
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. Let (X;,)n>1 be a sequence of independent, real valued random variables with mean p(X,,) =
0. Let S,, = X1 + ...+ X,,. Show that for all a > 0:

Var(Sy)
P < — 0.

{r]glgg [Skl > a} = —
. Let X7, Xo,... be a sequence of independent r.v.s with £X; = 0. Let 5,, = X1+ Xo+---+ X,
and F,, = 0{Xy,..., X, }. Show that ¢(S,,) is an F,,—submartingale for any convex ¢ provided
that E|¢(Sy,)| < oo for all n.



